
Original Paper

Identifying Behavioral Phenotypes of Loneliness and Social
Isolation with Passive Sensing: Statistical Analysis, Data Mining
and Machine Learning of Smartphone and Fitbit Data

Afsaneh Doryab1,2, PhD; Daniella K Villalba3, PhD; Prerna Chikersal1, MSc; Janine M Dutcher3, PhD; Michael

Tumminia4, BA; Xinwen Liu3, BSc; Sheldon Cohen3, PhD; Kasey Creswell3, PhD; Jennifer Mankoff5, PhD; John D

Creswell3, PhD; Anind K Dey6, PhD
1School of Computer Science, Carnegie Mellon University, Pittsburgh, PA, United States
2School of Engineering and Applied Sciences, The University of Virginia, Charlottesville, VA, United States
3Department of Psychology, Carnegie Mellon University, Pittsburgh, PA, United States
4School of Education, University of Pittsburgh, Pittsburgh, PA, United States
5Paul G Allen School of Computer Science and Engineering, University of Washington, Seattle, WA, United States
6Information School, University of Washington, Seattle, WA, United States

Corresponding Author:
Afsaneh Doryab, PhD
School of Computer Science
Carnegie Mellon University
5000 Forbes Avenue
Pittsburgh, PA, 15213
United States
Phone: 1 4123045320
Email: adoryab@gmail.com

Abstract

Background: Feelings of loneliness are associated with poor physical and mental health. Detection of loneliness through passive
sensing on personal devices can lead to the development of interventions aimed at decreasing rates of loneliness.

Objective: The aim of this study was to explore the potential of using passive sensing to infer levels of loneliness and to identify
the corresponding behavioral patterns.

Methods: Data were collected from smartphones and Fitbits (Flex 2) of 160 college students over a semester. The participants
completed the University of California, Los Angeles (UCLA) loneliness questionnaire at the beginning and end of the semester.
For a classification purpose, the scores were categorized into high (questionnaire score>40) and low (≤40) levels of loneliness.
Daily features were extracted from both devices to capture activity and mobility, communication and phone usage, and sleep
behaviors. The features were then averaged to generate semester-level features. We used 3 analytic methods: (1) statistical analysis
to provide an overview of loneliness in college students, (2) data mining using the Apriori algorithm to extract behavior patterns
associated with loneliness, and (3) machine learning classification to infer the level of loneliness and the change in levels of
loneliness using an ensemble of gradient boosting and logistic regression algorithms with feature selection in a leave-one-student-out
cross-validation manner.

Results: The average loneliness score from the presurveys and postsurveys was above 43 (presurvey SD 9.4 and postsurvey
SD 10.4), and the majority of participants fell into the high loneliness category (scores above 40) with 63.8% (102/160) in the
presurvey and 58.8% (94/160) in the postsurvey. Scores greater than 1 standard deviation above the mean were observed in 12.5%
(20/160) of the participants in both pre- and postsurvey scores. The majority of scores, however, fell between 1 standard deviation
below and above the mean (pre=66.9% [107/160] and post=73.1% [117/160]). Our machine learning pipeline achieved an
accuracy of 80.2% in detecting the binary level of loneliness and an 88.4% accuracy in detecting change in the loneliness level.
The mining of associations between classifier-selected behavioral features and loneliness indicated that compared with students
with low loneliness, students with high levels of loneliness were spending less time outside of campus during evening hours on
weekends and spending less time in places for social events in the evening on weekdays (support=17% and confidence=92%).
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The analysis also indicated that more activity and less sedentary behavior, especially in the evening, was associated with a decrease
in levels of loneliness from the beginning of the semester to the end of it (support=31% and confidence=92%).

Conclusions: Passive sensing has the potential for detecting loneliness in college students and identifying the associated
behavioral patterns. These findings highlight intervention opportunities through mobile technology to reduce the impact of
loneliness on individuals’ health and well-being.

(JMIR Mhealth Uhealth 2019;7(7):e13209) doi: 10.2196/13209
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Introduction

Background
Loneliness in the United States and across the world is rising
to an epidemic level [1]. According to the latest US Loneliness
Index Report [2], nearly half of Americans report high levels
of loneliness with an average loneliness score of 43.9. Of those
surveyed, 46% reported sometimes or always feeling lonely
and 47% reported feeling separated from others. The highest
levels of loneliness were found among young adults aged 18 to
22 years who had an average loneliness score of 48.3. Loneliness
is defined as a negative emotional experience caused by a
discrepancy between the desired and achieved social contact
[3] or perceived social isolation [1,4]. As opposed to aloneness,
which is a state of being physically alone, loneliness relates to
a subjective feeling and can occur in individuals despite having
social relationships or being around others [5,6].

Social relationships are intricately tied to individuals’ health,
and a lack of social connection has an adverse impact on health
and well-being [7,8]. In a landmark systematic review and
meta-analysis of 148 studies examining social relationships and
mortality risk, Holt-Lunstad et al [9] found that older adults
with stronger social relationships had a 50% increased likelihood
of survival than those with weaker social relationships.
Subsequent research by this group found that social isolation,
loneliness, and living alone were greater risks for mortality than
obesity [10]. Importantly, loneliness has also been associated
with higher risk for developing depression and other mental
health problems [10].

Given the significance of loneliness on health and well-being
outcomes, the goal of this study was to detect and understand
loneliness through behavioral signals collected from smartphone
and wearable devices. Wide usage of mobile devices provides
an opportunity to passively collect daily behavioral traces that
relate to mental health and well-being over a long period of
time. We were interested in understanding (1) how well we
could detect if someone was lonely by analyzing their daily
digital behavioral signals and (2) what behavioral patterns were
associated with loneliness.

Related Work
Pulekar et al [11] studied the first question in a small study with
9 college students over 2 weeks. Data logs of social interactions,
communication, and smartphone activity were analyzed to detect
loneliness and its relationship with personality traits. The study
reports 90% accuracy in classifying loneliness using the

smartphone features that were mostly correlated with the
loneliness score. However, the small sample size, the short
duration of the data collection phase, and missing details in the
machine learning approach, especially the classification
evaluation, make the results difficult to generalize and build on.
Sanchez et al [12] used machine learning to infer the level of
loneliness in 12 older adults who used a mobile app for one
week. Call logs and global positioning system (GPS) coordinates
were collected from the phones. A total of 4 models for family
loneliness, spousal loneliness, social loneliness, and existential
crisis were built with a reported accuracy of 91.6%, 83.3%,
66.6%, and 83.3%, respectively. However, similar to the results
of the study by Pulekar et al, these results may fail to generalize
because of the small sample and short duration of data
collection.

A few studies have explored the second question using
correlation analysis to understand relationships between single
behavioral signals, such as level of physical activity, mobility,
social interactions, and loneliness [13-15]. Wang et al [14]
analyzed smartphone data collected from 40 students over a
spring semester and found negative correlations between
loneliness and activity duration for day and evening times,
traveled distance, and indoor mobility during the day. A related
study from the same group found statistically significant
correlations (P<.01) between kinesthetic activities and change
in loneliness but no relationship between loneliness and sleep
duration, geospatial activity, or speech duration [13]. Gao et al
[15] found that people with higher levels of loneliness made or
received fewer phone calls and used certain types of apps, such
as health and fitness, social media, and Web browsing, more
frequently than those with low levels of loneliness. Our data
mining approach, in addition to providing similar behavioral
features to those reported by Wang et al [14], presents an
innovative method for extracting the combined behavioral
patterns in our participant population. For example, we can
observe that compared with students with a low level of
loneliness, students with a high level of loneliness unlock their
phones in different time segments during weekends, spend less
time off-campus during evening hours on weekends, and
socialize less during evening hours on weekdays. To our
knowledge, this study introduces, for the first time, an approach
toward extracting combined behavioral patterns through data
mining and their associations with a mental health outcome,
such as loneliness, from passive sensing data.

JMIR Mhealth Uhealth 2019 | vol. 7 | iss. 7 | e13209 | p. 2http://mhealth.jmir.org/2019/7/e13209/
(page number not for citation purposes)

Doryab et alJMIR MHEALTH AND UHEALTH

XSL•FO
RenderX

http://dx.doi.org/10.2196/13209
http://www.w3.org/Style/XSL
http://www.renderx.com/


Methods

Recruitment and Data Collection
Data collection was done as part of a campus-wide study at an
American research university in the state of Pennsylvania to
assess students’ health and well-being. The participants were
first-year undergraduate students recruited via advertisement
on student mailing lists and Facebook groups. An identity
document (ID) was assigned to each participant and documents
connecting the ID and participant’s name and demographics
were kept separate. The data on the phone were anonymous and
only identifiable through the participant’s device ID. All data
collection procedures in this study were approved by the
university’s Institutional Review Board (IRB:
STUDY2016_00000421), including the collection of location
data. Students were invited to an initial appointment in our lab
to be screened for eligibility, provide written informed consent
to participate in the study, and allow us to collect their data. At
this appointment, participants downloaded the open-source
AWARE data collection app [16] that was developed in our lab
to track sensor data from their own Android or iOS smartphones
and they received a Fitbit Flex 2 to track steps and sleep. Later,
the students completed Web-based questionnaires for an initial
assessment of their health and well-being. At the end of the
study, students filled out the same questionnaires for post
measurements. Out of the 188 first-year college students initially
enrolled, 160 (61% female, 57% Asian, 34% white, 9%
Hispanic, and 5% black) completed all pre- and postsemester
surveys. Participants were informed about the purpose of the
study during the initial appointment session. There was no
deception or omission of study aims to the participants.

Data were collected passively from their smartphone and Fitbit
devices and were continuously recorded over 16 weeks of the
study (1 semester that was the participants’ second semester at
the university). The AWARE framework [17] is an open-source
data collection app with supporting backend and network
infrastructure, which collects sensor data unobtrusively from
students’ smartphones. It supports both Android and iOS
platforms and can be downloaded from the App and Play stores.
AWARE enabled us to record nearby Bluetooth addresses,
Wi-Fi, location, phone usage (ie, when the screen status changed
to on or off and locked or unlocked), and call and short message
service (SMS) text messaging logs. The participants were asked
to keep their Bluetooth and Wi-Fi on during the study. To assess
calls to close contacts, we asked the participants to provide
phone numbers of family members, friends on campus, and
friends off campus that they most frequently contact. We also
used a conversation plugin for AWARE (same as the one used
by Wang et al [14]), which makes audio inferences, such as
silence, voice, noise, or unknown. Furthermore, we equipped
the participants with a Fitbit Flex 2 wearable activity tracker
that records the number of steps taken and sleep status (asleep,
awake, restless, or unknown). Students were instructed to wear
the device on their nondominant hand. We chose Flex 2 based

on a combination of factors including simplicity, waterproofness,
battery life, and price. Fitbit Flex has shown to have moderate
validity to track activities compared with ActiGraph [16]. Calls
and phone usage were event-based sensor streams, whereas
Bluetooth, Wi-Fi, location, sleep, and steps were sampled as
time series. These time series data streams were sampled at
different rates because of the capabilities of the hardware being
used. Bluetooth and location coordinates were collected at 1
sample per 10 min, sleep at 1 sample per min, and steps at 1
sample per 5 min. Data from AWARE were deidentified and
automatically transferred over Wi-Fi to our backend server on
a regular basis, and data from the wearable Fitbit were retrieved
using the Fitbit app programming interface (API) at the end of
the study. The participants were asked to keep their phone and
Fitbit charged and with them at all times.

Survey Data Processing
To assess loneliness, we used the revised University of
California, Los Angeles (UCLA) loneliness scale, a
well-validated and commonly used measure of general feelings
of loneliness [18]. The participants provided ratings for each of
the 20 questions (Textbox 1) using a scale of 1 (never) to 4
(always). A total of 9 items were reverse scored before all items
were summed to create a total score. The total loneliness scores
ranged from 20 to 80 with higher scores indicating higher levels
of loneliness. As there is no standard cutoff for loneliness scores
in the literature, each study has created arbitrary categorizations
including the categories proposed in the study by Cacioppo et
al [1]: High loneliness is defined as scoring 44 or higher, low
loneliness is defined as scoring less than 28, and scores between
33 and 39 represent the middle of the spectrum. Although we
could adapt these categories, our goal was to do a binary
classification to detect the level of loneliness, which required
dividing the loneliness scores into 2 categories. We also wanted
to create cutoff scores that were independent of the population
distribution but represented conceptual indicators of loneliness.
Thus, as the answer choices provided were 1=never, 2=rarely,
3=sometimes, and 4=often, we determined that scores of 40 and
below indicated that the participants were rarely or never
experiencing loneliness and scores of 41 and above would
indicate at least sometimes experiencing loneliness (a participant
that answered rarely (score=2) to all 20 questions would have
a total score of 40, suggesting that 40 indicates that the
participant is rarely experiencing loneliness). We, therefore,
used 40 as the cutoff point where the scores of 40 and below
were categorized as no to low loneliness and the scores above
40 were categorized as moderate to high loneliness. For
simplification, we refer to the no to low loneliness category as
low loneliness and the moderate-to-high loneliness category as
high loneliness. These categories were used as ground truth
labels in our machine learning pipeline to infer the loneliness
level. Although this choice can be replicated in other similar
studies, further sensitivity analyses should be done to determine
the optimal cutoff point for the UCLA scale.
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Textbox 1. List of questions used in the University of California, Los Angeles, loneliness scale (questions marked with R were reverse scored).

R1. How often do you feel that you are in tune with the people around you?

2. How often do you feel that you lack companionship?

3. How often do you feel that there is no one you can turn to?

4. How often do you feel alone?

R5. How often do you feel part of a group of friends?

R6. How often do you feel that you have a lot in common with the people around you?

7. How often do you feel that you are no longer close to anyone?

8. How often do you feel that your interests and ideas are not shared by those around you?

R9. How often do you feel outgoing and friendly?

R10. How often do you feel close to people?

11. How often do you feel left out?

12. How often do you feel that your relationships with others are not meaningful?

13. How often do you feel that no one really knows you well?

14. How often do you feel isolated from others?

R15. How often do you feel you can find companionship when you want it?

R16. How often do you feel that there are people who really understand you?

17. How often do you feel shy?

18. How often do you feel that people are around you but not with you?

R19. How often do you feel that there are people you can talk to?

R20. How often do you feel that there are people you can turn to?

Loneliness in College Students: Statistical Analysis
As the first step, we analyzed the distribution of loneliness
among our participants. As mentioned, we categorized the
UCLA loneliness scores into low (≤40) and high (>40) levels
of loneliness. We then calculated the distribution of the overall
scores as well as the distribution of responses to each question
in the UCLA loneliness scale. This analysis helps identify the
common response level to each question. Furthermore, we
calculated the differences between the pre- and postsemester
loneliness scores to understand the change in loneliness across
the semester. We repeated this analysis with each question and
measured the amount of change in students’ responses. We
showed the distribution of questions being rated the same, above,
or below the presemester loneliness in the post measurements,
thus identifying the items that were more likely to change than
others over time.

Behavior Patterns of Loneliness: Data Mining Analysis
In addition to capturing the relations between each behavioral
feature and loneliness, we were also interested in extracting
combined behavioral patterns that were associated with
loneliness. We measured the proportion of our study population
that was covered by these combinations of behavioral patterns
and discussed the technological implications of these
observations. We also explored associations between responses
to individual questions and level of loneliness as well as
behavioral features and level of loneliness.

We applied Apriori [19], a well-known frequent itemset
algorithm for discovering associations among items in

transactional datasets, to extract patterns between the overall
loneliness level and combined questions as well as combined
behavioral patterns that were most associated with the level of
loneliness. Apriori extracts patterns in 2 steps: it first generates
a set of frequent items that appear together and then extracts
association rules that explain the relationship between those
frequent items. The extracted rules must satisfy a degree of
support and confidence in the dataset. For example, let A and
B be 2 sets of items. An association (A→B) exists if items in
A and B frequently appear together in transactions. Support is
the percentage of transactions that contain both A and B,
whereas confidence is the percentage of transactions containing
A that also contain B [20], that is, support (A→B)=P(AUB)
and confidence (A→B)=P(B|A). Note that the notation P(AUB)
indicates the probability that a transaction contains the union
sets of A and B (ie, it contains every item in A and B). This
should not be confused with P(A or B), which indicates the
probability that a transaction contains either A or B [20].

To simplify the pattern mining process, we further discretized
the behavioral features into categories of low, moderate, and
high using binning with equal frequency. We then applied
Apriori on the selected feature set generated in the machine
learning process described in the following section.

Detection of Loneliness Level and Change in
Loneliness: Machine Learning Analysis
To explore the use of passive sensing in inferring the state of
loneliness, we defined loneliness detection as a binary
classification problem, where the aggregated behavioral data
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over the semester were used as feature vectors to infer the level
of loneliness (low or high). We followed the same categorization
described earlier to label loneliness scores as low or high. Our
modeling pipeline (Figure 1) handles each sensor separately
(called 1-feature set) during the training and validation and
provides a combined final classification outcome at the end.
Using the 1-feature sets provides the possibility to examine the
predictive power of each sensor alone and combined.
Specifically, our approach comprised the following processes:

1. Passive data processing and feature extraction
2. Handling missing values
3. Training and validating models that use only 1-feature set

for each of the following 7 feature sets: Bluetooth, calls,
campus map, location, phone usage, sleep, and steps

4. Obtaining the final label for the outcome by combining
detection probabilities from 1-feature set models

The processes are described in the following sections.

Figure 1. Machine learning pipeline including data collection, feature extraction, training and validation, and final output.

Passive Data Processing and Feature Extraction
Our data included time series data from Bluetooth, calls, SMS,
Wi-Fi, location, phone usage, steps, and sleep. These sensing
channels have the potential to capture daily behavioral patterns
related to loneliness, namely, mobility and activity patterns,
communication and social interaction, and sleep. We developed
a generic and flexible feature extraction component (FEC) [21]
to extract features from raw sensor data collected from the
smartphones and Fitbit devices. FEC computes features from
timestamped streams of data in specified time segments ranging
from 5 min to several months. From the data streams, FEC
extracts a set of common statistical features, such as minimum,
median, mean, maximum, and standard deviation, as well as
more complex behavioral features, such as movement regularity
and travel distance. Each feature from every time series data
was extracted from 45 time segments illustrated in Figure 2.
First, we fetched all the available data (spanning over multiple

days of the study) from a certain epoch or time of the day (all
day; night, ie, 12 am-6 am; morning, ie, 6 am-12 pm; afternoon,
ie, 12 pm-6 pm; and evening, ie, 6 pm-12 am) and for certain
days of the week (all days of the week; weekdays only, ie,
Monday-Friday; weekends only, ie, Saturday-Sunday). Then,
we calculated features from these data aggregated over different
levels of granularity (eg, whole semester, two-halves of the
semester, and weekly). As there are 5 epochs, 3
days-of-the-week segmentations, and 3 levels of granularity,
we get 5×3×3=45 time segments. Note that the 2 halves of the
semester are not perfect halves. For simplicity, we refer to week
1 to week 6 (before midterms) as the first half and week 7 to
week 16 (midterms and after midterms) as the second half. In
total, we extracted 77,805 features from our time series data in
combination with different time segments. The source code for
extracting these features will be available upon request. The
following describes features extracted in each behavior category.

Figure 2. Raw data from each sensor was preprocessed and then filtered by an epoch and a days-of-the-week option.
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Mobility and Physical Activity Features
Features related to mobility were extracted from the GPS
coordinates including location variance (sum of the variance in
latitude and longitude coordinates), log of location variance,
total distance traveled, average speed, and variance in speed.
We followed the approach in the study by Tan et al [22], which
used the Lomb-Scargle method [23] to extract movement
regularity from location patterns that follow a 24-hour cycle.
Additional features were extracted through the following
process:

1. We calculated the movement speed from the distance
covered and time elapsed between 2 samples. Samples with
speed >1 km/h were labeled as moving, else static.

2. Samples labeled as static were clustered using density-based
spatial clustering of applications with noise (DBSCAN), a
density-based clustering algorithm [24] to find frequent
places visited by the participant and labeled as global or
local clusters. DBSCAN efficiently groups nearby spatial
points together and distinguishes outlier points. Unlike other
clustering algorithms, such as k-means, DBSCAN does not
require knowing the number of clusters a priori. It is able
to find inner clusters (clusters surrounded by other clusters)
and is robust to outliers and noise. Global clusters were
extracted using all data and local clusters were extracted
when data were split into daily time segments described
earlier.

These steps allowed us to extract the number of frequent places,
number of transitions between places, radius of gyration [25],
time spent at top 3 (most frequent) local and global clusters,
percentage of time spent moving, and percentage of time spent
in infrequent or rarely visited locations (labeled as −1 by
DBSCAN). We also calculated statistics related to the length
of stay at clusters, such as maximum, minimum, average, and
standard deviation of the length of stay at local and global
clusters, as well as location entropy and normalized location
entropy across local and global clusters. Location entropy is
higher when time is spent evenly across frequent places.
Calculating features for both local and global clusters allowed
us to capture different behaviors related to the user’s overall
location patterns (global) and the user’s location patterns within
a time slice (local). For example, time spent at top 3 global and
local clusters capture the time spent at user’s overall frequent
places and user’s frequent location in a particular time slice (eg,
mornings on weekends). We assumed the place most visited by
the participant at night to be their home location.

To approximate the home location, we performed
abovementioned steps (1) and (2) on the location coordinates
from all nights (12 am to 6 am) and assumed the center of the
most frequented cluster to be the participant’s home location
center. As we do not know the radius of the home, we calculated
two home-related features: time spent at home assuming home
to be within 10 meters of the home location center and time
spent at home assuming home to be within 100 meters of the
home location center. We also analyzed the user’s location
patterns in relation to their college campus. First, we obtained
a campus map of the participants’ university. Then, we marked
out the campus boundary and different types of buildings on

campus by creating polygons on Google Maps using an online
Geographical Information System. We annotated 6 categories
of buildings and spaces—2 different houses that hold the most
social events, student apartments, residential halls, athletic
facilities, and green spaces. As academic buildings in this
university are often collocated with other spaces, we assumed
any on-campus space not belonging to these 6 categories to be
an academic building. For every location sample, we assigned
1 of 8 location category labels (6 building/space types, academic,
off campus). Then, the following features were extracted for
each type of space: time spent at each location type in min;
percentage of time spent at each location type; number of
transitions between different spaces; number of bouts (or
continuous periods of time) at space; number of bouts during
which a participant spends 10, 20, or 30 min at the same space;
and minimum, maximum, average, and standard deviation of
the length of bouts at each space. The campus map features also
included 2 multimodal features—study duration and social
duration. These features fused data from location, phone usage,
audio, and steps sensors.

Study duration was calculated by fusing location type labels
with data from the phone usage and steps sensors. A participant
was assumed to be studying if they spent 30 min or more in an
academic building while being sedentary (fewer than 10 steps)
and having no interaction with their phone. Social duration was
calculated by fusing location type labels with data from the
audio sensor. A participant was assumed to be social if they
spent 20 min or more in any of the residential buildings or green
spaces and the audio sensor inferred human voice or noise for
80% or more of that time. Other activity- and mobility-related
features were extracted from the step counts collected by Fitbit.
We calculated the total number of steps and the maximum
number of steps taken in any 5-min period. Other features were
extracted from bouts, where a bout is a continuous period of
time during which a certain characteristic is exhibited. Examples
of such features included the total number of active or sedentary
bouts [26], and the maximum, minimum, and average length
of active or sedentary bouts. We also calculated minimum,
maximum, and average number of steps over all active bouts.
Directly using the results from the study of Cacioppo et al [26],
we determined that a bout is sedentary if the user takes less than
10 steps during each 5-min interval within the bout. As soon as
the user takes more than 10 steps in any 5-min interval, they
switch to an active bout.

Communication and Interaction Features
We used call and SMS logs to extract features including the
number and duration of incoming, outgoing, and missed calls
and messages to everyone, to family members, to friends off
campus, and to friends on campus, number of correspondents
overall, and number of correspondents who are family members,
friends off campus, or friends on campus. We also extracted
phone usage features that related to both communication and
Web-based interaction. We used the logs of screen status (eg,
on, off, lock, and unlock) over time. We extracted the number
of unlocks per min, total time spent interacting with the phone,
total time the screen was unlocked, the hour of the days the
screen was first unlocked or first turned on, the hour of the days
the screen was last unlocked, locked, and turned on, and the
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maximum, minimum, average, and standard deviation of the
length of bouts (or continuous periods of time) during which
the participant was interacting with the phone and when the
screen was unlocked. A participant is said to be interacting with
their phone between when the screen status is unlock and when
the screen status is off or lock.

As Bluetooth connections can be a proxy of social interaction,
we also extracted features from Bluetooth by first classifying
scanned Bluetooth devices into 3 groups of self (the participant’s
own devices), related (devices belonging to the participant’s
partner, roommates, or classmates), and others (unrelated
devices). To classify scanned Bluetooth addresses into the 3
groups of self, related, and others, we did the following:

1. We calculated number of days each unique Bluetooth
address was scanned at least once, that is,
number_of_daysbti.

2. We calculated the average frequency of each unique
Bluetooth address, that is, average_frequencybti =
total_countbti / number_of_daysbti.

3. We Z-normalized the number_of_daysbti and
average_frequencybti to give equal weight to both while
optimizing score in step 4.

4. For each Bluetooth address, we computed score =
number_of_daysbti + average_frequencybti.

5. We used K-means clustering to cluster score from step 4
for all Bluetooth addresses using K=2 and K=3.

6. The model with K=2 was chosen if the sum of squared
distances between clustered points and cluster centers was
smaller than what we got with K=3. Otherwise, we chose
model with K=3.

7. If the model with K=2 was chosen, the cluster with higher
scores contained the participant’s own devices (self),
whereas the other cluster contained other people’s devices
(others). If the model with K=3 was chosen, the cluster with
the highest scores contained the participant’s own devices
(self), the cluster with the lowest scores contained other

people’s devices (others), and the remaining cluster
contained devices of the participant’s partners, roommates,
or officemates (related). Once the Bluetooth addresses
scanned were clustered into self and others or self, related,
and others, we extracted features including the number of
unique devices, number of scans of the most and the least
frequent device, and sum, average, and standard deviation
of the number of scans of all devices. Each round included
all devices (ignores clusters), self and related cluster
(combined), and others cluster.

Sleep Features
Sleep features were extracted from the sleep inferences (eg,
asleep, restless, awake, and unknown) over time returned by
the Fitbit API. We calculated the number of asleep samples,
number of restless samples, number of awake samples, weak
sleep efficiency (the sum of the number of asleep and restless
samples divided by the sum of the number of asleep, restless,
and awake samples), strong sleep efficiency (the sum of the
number of asleep samples divided by the sum of the number of
asleep, restless, and awake samples), count, sum, average,
maximum, and minimum length of bouts during which the
participant was asleep, restless, or awake, and the start and the
end time of the longest and the shortest bouts during which the
participant was asleep, restless, or awake.

Feature Matrix
After feature extraction, we obtained a feature matrix for each
of the 7 feature sets derived from different sensors. In each of
these feature matrices, each sample or record contained features
extracted from one student. We aggregated our features over
different time segments (described in Figure 2): over different
weeks, in the two-halves of the semester, and across the whole
semester. The features from all these time segments were
concatenated to form the feature vector for each student. A
scheme of the feature matrix is shown in Figure 3. The coding
schema is described in the Multimedia Appendix 1 and a sample
of selected features is presented.

Figure 3. The schema of the feature matrix used in the machine learning pipeline (each column is a feature and each row is a sample per participant).

Handling Missing Values
We handled missing data on a 1-feature set basis: for each
sensor, we removed a feature from the dataset if its value was
missing for more than 30 participants, and we removed a
participant from the dataset if 20% of their data were missing.
The thresholds for removing data were determined empirically.
We then imputed the remaining missing feature values with a
−1. This was chosen because all feature values were above 0
and as such −1 could distinguish missing values. The same
features calculated over different time segments were viewed
independently, for example, if a feature was missing for a week
for over 30 people, we removed that feature from that week
only. As such, the number of samples that were used in training

and validation for each feature set varied. For example, when
training with semester-only features, the smallest feature set
belonged to location (with 118 samples) and the largest sets
were Bluetooth and phone usage (with 134 samples).

Building and Validating 1-Feature Set Models
Building and validating 1-feature set models followed 3 steps:

1. Feature selection
2. Training 2 algorithms, namely, logistic regression and

gradient boosting, to build models of each feature set using
selected features

3. Selecting the model with better accuracy
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All these steps were done in a leave-one-student-out
cross-validation, that is, at each step of training and feature
selection, we built a separate model using data from n−1 students
and tested it on the nth student. Note that the data for each
student were represented as one sample in each feature set in
the form of a vector.

Feature Selection
The wide range of behavioral features provides the possibility
to draw insights into different types and granularity of behavior
in relationship to loneliness. However, the large number of
features makes it difficult for the classification algorithm to
build a comprehensive model of data, especially when the size
of the sample set (eg, number of participants) is proportionally
smaller than the feature set. Therefore, we applied feature
selection to reduce the number of features to a set that is
representative of our data. We experimented with different
feature selection methods including least absolute shrinkage
and selection operator (LASSO) [27] and randomized logistic
regression [28] that have been shown to perform well in
selecting a stable set of features. In our case, because the number
of features in each feature set was substantially larger than the
sample size, those methods performed poorly, and the accuracy
of models was low. We, therefore, applied randomized logistic
regression in a hierarchical and nested manner on groups of

features in each time segment. Randomized logistic regression
creates several random subsamples of the training dataset,
computes a logistic regression on each subsample, and selects
features by optimizing their importance across all subsamples.
We decomposed our feature space by grouping features from
the same time segment and performed randomized logistic
regression on each of these groups. The selected features from
all groups (ie, all time segments) were then concatenated to give
a new and much smaller set of features. Then, randomized
logistic regression was performed again, this time on this new
set of features to get the final selected features, thereby nesting
the process. We call this method nested randomized logistic
regression (NRLR). This method was performed in a
leave-one-out manner such that the model used to detect an
outcome for a person did not include those data from that person
during the feature selection process.

Table 1 (columns 1-3) shows the number of features and number
of samples for each feature set after handling missing values
where all features were used as input to the training and
validation. Table 1 (columns 4-7) shows a comparison between
the features selected with LASSO and NRLR. Compared with
LASSO, the average number of selected stable features (features
selected in all cross-validation folds) is 3 times smaller in NRLR
that substantially reduces the size of the feature vector.

Table 1. The list of feature sets with the number of features and data samples used in the machine learning pipeline after handling missing values and
the number of selected features during the cross-validation process.

Number of features selected during cross-validation processNumber of samplesNumber of featuresFeature set

NRLRbLASSOa

In at least one foldIn all foldsIn at least one foldIn all folds

186427810262031153201Bluetooth

1423413430108605Calls

161124556611116,381Campus map

1241478434510610,237Location

5284679611315,446Screen

26623534871075889Sleep

804852701073055Steps

374535551571107831Average

aLASSO: least absolute shrinkage and selection operator.
bNRLR: nested randomized logistic regression.

Model Generation
For each feature set, we built a model of the selected features
from that feature set to detect an outcome using 2 learning
algorithms, namely, logistic regression and gradient boosting
classifier. We chose logistic regression because it was used in
our feature selection approach, and gradient boosting was chosen
because it had shown to perform well on noisy datasets and
learn complex nonlinear decision boundaries via boosting.
Gradient boosting had been effectively used to detect similar
outcomes in a previous study [29].

Model Selection
The generated models from logistic regression and gradient
boosting were then evaluated by comparing their accuracy as a
metric for postsemester and change in loneliness. The model
that provided better accuracy was selected for the next step.

Combining Detection Probabilities From 1-Feature
Set Models to Obtain Combined Models
The chosen 1-feature set model in the previous step gave us
detection probabilities for each outcome label. The detection
probabilities from all 7 1-feature set models were concatenated
into a single feature vector and given as input to an ensemble
classifier, AdaBoost with gradient boosting as the base
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estimator, which then outputted the final label for the outcome.
For the detection of postsemester loneliness, which is a binary
classification, only the inferred probabilities of one of the classes
(low or high) were concatenated, whereas for the detection of
change in loneliness (multiclass classification: decreased
loneliness, increased loneliness, and unchanged loneliness), the
inferred probabilities of all classes were concatenated.

We also carried out a feature ablation study to analyze the effect
that different feature sets had on the performance of the models,
thereby understanding their salience. For this purpose, we
concatenated detection probabilities from specific 1-feature set
models instead of all 7 1-feature set models. We did this for all
possible combinations of 1-feature set models to analyze the
estimation power of each feature set in inferring loneliness level.
There were 7 1-feature set models and 120 combinations of
feature sets, as total combinations = combinations with 2 feature
sets + ... + combinations with 7 feature sets = 120. We report
the best accuracies obtained from these combinations.

Measures
We summarize our measures used throughout the paper as
follows:

• Preloneliness score—total UCLA loneliness score measured
at the beginning of the semester

• Postloneliness score—total UCLA loneliness score
measured at the end of the semester

• Increased score—when postloneliness score was greater
than preloneliness score

• Decreased score—when postloneliness score was less than
preloneliness score

• Unchanged score—when postloneliness score was equal
to preloneliness score

Loneliness level (pre- or postsemester)—2 categories:

• Low loneliness (LL)—total UCLA scores of 40 and below
• High loneliness (HL)—total UCLA scores above 40

• Change in loneliness level from pre to post—3 categories:
• Decreased loneliness (DL)—loneliness level changed from

high at presemester to low in postsemester
• Increased loneliness (IL)—loneliness level changed from

low in presemester to high in postsemester

• Unchanged loneliness (UL)—loneliness level remained the
same in presemester and postsemester

Machine learning measures:

• Baseline accuracy—percentage of samples belonging to
the majority class (here HL). This percentage is compared
with the classification output to measure the performance
of the machine learning algorithms.

• Accuracy—percentage of correctly classified samples (1
per student)

• Precision—percentage of classified samples that actually
belonged to a class, for example, HL or LL

• Recall—percentage of class samples that were accurately
classified

• F1—harmonic mean of precision and recall
• MCC—a measure of quality of binary classification. The

value is between −1 and 1 where 1 indicates a perfect
prediction, 0 indicates no better than random prediction,
and −1 indicates total disagreement between prediction and
observation.

Results

Loneliness in College Students
We analyzed the total UCLA loneliness scores for both
presemester and postsemester surveys. The average score from
the presemester surveys was above the cutoff point (mean 43.6,
median 44, Q1=37, Q3=49, and SD 9.4) with 63.8% (102/160)
of participants falling into the HL category (scores above 40).
Similarly, at postsemester, the average loneliness score was
above the cutoff (mean 43.3, median 43, Q1=37, Q3=50, and
SD 10.4) with 58.8% (94/160) of participants falling into the
HL category. Figure 4 shows the distribution of scores for both
pre- and postsemester UCLA scores.

A paired test showed no significant difference between the two
distributions (P=.73). We observed that the loneliness score for
12.5% (20/160) of participants was 1 standard deviation above
the mean in both pre- and postsemester. The majority of scores,
however, fell into the range between 1 standard deviation below
and above the mean (pre=66.9% [107/160] and post=73.1%
[117/160]). Table 2 shows the summary of the statistics.

Figure 4. Distribution of presemester University of California, Los Angeles, scores (mean 43.6, SD 9.4) and postsemester University of California,
Los Angeles, scores (mean 43.3, SD 10.4). UCLA: University of California, Los Angeles.
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Table 2. Statistics of high and low loneliness scores measured by University of California, Los Angeles, scale in pre- and postsurveys.

MaxMinAverageCountCategory

PostPrePostPrePostPrePostPre

————a43.343.6160160All

4040202433.733.966 (41.2%)58 (36.2%)LLb

7272414149.949.194 (58.8%)102 (63.8%)HLc

aData not applicable.
bLL: low loneliness.
cHL: high loneliness.

The percentage of participants with a high postloneliness score
was 5% lower than those with high preloneliness scores (58.75%
vs 63.75%), indicating an overall lower loneliness rate among
students at the end of the semester. Only 6 participants who had
low loneliness scores in the presemester survey showed a high
level of loneliness in the postsemester survey, whereas 7
participants had an HL score in the presemester survey but an
LL score in the postsemester survey. The average increase and
decrease were 6 and 7 points, respectively. Overall, 17.5%
(28/160) of the participants reported a more than 6-point increase
in their postloneliness scores, 18.8% (30/160) reported a more
than 7-point decrease, 58.2% (93/160) remained in the range
of minor increase (between 1 and 6) or minor decrease (between
1 and 7), and 5.6% (9/160) experienced no change. The
maximum increase in scores was 17 points (rising from 35 in
presemester survey to 52 in post) and the maximum decrease
in scores was 30 points (falling from 58 in the presemester
survey to 28 in post). These observations indicated that although
there were changes in loneliness scores among the majority of
participants (154/160), these changes were mostly moderate
and rarely caused the participants to fall into a different category
of loneliness between the pre- and the postsemester surveys.
Due to the relatively stable levels of loneliness, predicting
change in loneliness levels was more challenging. However, as
described in the following sections, using behavioral features

in our machine learning pipeline, we were still able to infer
change in loneliness with an accuracy above 88%.

We also examined the change in scores for each individual
question (Table 3). Given our ultimate goal of measuring the
power of passive sensing features in distinguishing loneliness
behavior, we were curious to know the following: (1) by how
much the score of each question changes from presemester to
postsemester, (2) what questions had the highest change in score,
and (3) whether there were associations between those changes
and the behavioral features. Figure 5 shows the percentage of
participants rating each question as 3 or above (sometimes or
always). For example, the total rating for Q2 (How often do
you feel that you lack companionship?) decreased by 14% from
presemester to postsemester indicating fewer students felt a lack
of companionship at the end of the semester than at the
beginning. The largest changes were observed in Q4 (How often
do you feel alone?) and QR19 (How often do you feel that there
are people you can talk to?) with a total decrease of 16% and
an increase of 14%, respectively. Although more analyses are
needed to replicate these observations, they may be indicative
of changes in specific experiences among students. For example,
a decrease in the lack of companionship scores (Q2) may
indicate that the participants gained more familiarity with the
university environment and were more able to make friends by
the end of the semester.

Table 3. Statistics of change in loneliness scores measured by University of California, Los Angeles, scale in pre- and postsurveys (N=160).

Participants, n (%)Change in loneliness score

Increased score

75 (47)Overall

47 (29)Increase between 1 and 6 points

28 (17)Increase more than 6 points

Decreased score

76 (47)Overall

46 (29)Decrease between 1 and 7 points

30 (19)Decrease more than 7 points

9 (6)Unchanged score
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Figure 5. Comparison of pre- and postloneliness ratings of University of California, Los Angeles, questions (Q2, Q4, and Q19 have the largest change
in postloneliness ratings). Q: question; UCLA: University of California, Los Angeles.

Mining Associations Between Overall Loneliness and
University of California, Los Angeles, Question Scores
We applied the Apriori algorithm (described in the Methods
section) to both the pre- and postsemester survey responses to
extract associations between responses to each question and
overall loneliness level. Our goal was to identify experiences
expressed as responses to each question, which were mostly
associated with loneliness in college students, and then examine
whether any association between those experiences and passive
behavioral features could be observed. We started with a
minimum support of 10% and increased it in each iteration to
obtain a minimal set of association rules with a maximum
support. The optimal minimum support was achieved at 38%,
that is, the extracted patterns were observed in at least 38% of

the students. We stopped increasing the minimal support after
38% as no rules could be found for a support above that
percentage. We kept the minimum confidence at 90%. As shown
in Table 4, question 14 (How often do you feel isolated from
others?) appears in both pre- and postsemester surveys and
indicates that around 42% of students with responses of 3 or 4
to this question also had a high total loneliness score. Responses
of 3 or 4 to question 13 (How often do you feel that no one
really knows you?) appeared to indicate high total loneliness
scores in the presemester survey with 49% support (almost half
of the participant population) and 96% confidence. The same
association was observed with question 12 (How often do you
feel that your relationships with others are not meaningful?) in
the postsemester survey with 41% support and 94% confidence.

Table 4. Association rules extracted from pre- and postsurvey responses.

Confidence, % (minimum
confidence 90%)

Support, % (minimum
support = 38%)

Loneliness level (low
or high)

Question response level (sometimes or always), scale from 1 to 4

Presurvey

9649HighFeeling no one really knows you well (UCLAa13 ≥ 3)

9541HighFeeling isolated (UCLA14 ≥ 3)

Postsurvey

9441HighRelationships are not meaningful (UCLA12 ≥ 3)

9442HighFeeling isolated (UCLA14 ≥ 3)

aUCLA: University of California, Los Angeles.
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Detection of Loneliness Level and Change in Loneliness
We ran our machine learning pipeline to infer 2 outcomes:
postloneliness level (low or high) and change in loneliness level
(IL, DL, and UL). For both outcomes, we used the set of
all-epochs features extracted from all time slices and time slices
as described in the processing section, as well as
semester-aggregated (semester-level) features. Our goal was to
identify a minimal set of features capable of accurately inferring
loneliness level. Whereas the all-epochs features provided the
opportunity to analyze behavior on a more fine-grained level,
the semester-level features provided a reduced set that described
the overall behavior of each participant during the semester.
Figures 6 and 7 show the accuracy results for both outcomes
and their comparison with the baseline (56.9%—the percentage
of participants assessed at the HL level in the postsemester
survey). The graphs show the accuracy obtained from
sensor-specific features (1-feature set), all feature sets combined,
and the set that provides the best overall accuracy. For detection
of postloneliness, our machine learning pipeline achieved the
highest accuracy of 80.2%, using all-epochs features in the best
feature set that included call logs, location, location map, screen,
sleep, and steps. This accuracy was 6.1% higher than the
accuracy obtained from using all 7 feature sets (74.1%) and
indicated that including Bluetooth features contributed to
performance reduction. The all-epochs-Bluetooth-only features
provided 55.6% accuracy, confirming their low prediction power

in detecting postloneliness level. Except for Bluetooth, all other
feature sets and their combinations achieved a higher (by at
least 5.4%) accuracy than the baseline measure. The
semester-level features, including the combination of Bluetooth,
location, screen, and steps, provided the best set accuracy of
74.8%, which was 5.5% higher than the all features set (69.3%).
The semester-level feature set for calls had the lowest accuracy
of 55.2% (1.7% lower than baseline). One possible reason for
this could be the large number of missing feature values for
calls, meaning calls were being made to a large number of
individuals that were not on the frequent contacts lists that the
participants provided before the study semester. In general, the
analysis with all-epochs features included provided better results
than the analysis with semester-level features for detecting
loneliness level (5.4% higher accuracy). As a point of
comparison, we also used the features selected through LASSO
in our pipeline to compare the performance (ie, accuracy). The
average accuracy obtained from all feature sets was 56.7%
which is below the baseline of 56.9%. This indicates that our
more sophisticated feature selection approach was effective.

Table 5 summarizes the best results for both inferences
distinguishing the performance of the classifiers to infer each
class. The recall values (the percentage of correctly classified
instances) indicate that the classifier correctly labeled HL
instances 76.9% of the time using all-epochs features and 74.6%
of the time using semester-level features.

Figure 6. Detection of postloneliness level (high loneliness or low loneliness) using all-epochs features and semester-level features. Each bar shows
the accuracy followed by the number of samples used in the analysis in parentheses; the gray bar represents the baseline accuracy as measured by the
percentage of samples belonging to the majority class here, that is, high loneliness. Sem: semester.
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Figure 7. Detection of change in postloneliness level (decreased loneliness, increased loneliness, and unchanged loneliness) using all-epochs features
and semester-level features. Each bar shows the accuracy followed by the number of samples used in the analysis in parentheses and baseline accuracy
is the percentage of samples belonging to the majority class here, that is, unchanged loneliness. Sem: semester.

Table 5. The performance of models obtained from all-epochs features and semester-level features to detect loneliness level and change in loneliness.

Change in lonelinessLoneliness levelMeasure

Semester-level features, baseline =
69.3%

All-epochs features, baseline =
69.3%

Semester-level features,
baseline = 58.5%

All-epochs features, base-
line = 58.5%

ULILDLAverageULeILdDLcAverageLLHLAverageLLbHLaAverage

———88.4———79.2——74.8——f80.2Accuracy, %

87.691.690.990.085.771.453.370.270.678.674.679.581.180.3Precision, %

98.773.375.882.691.671.44067.775.074.674.883.376.980.1Recall, %

92.881.568.981.088.571.445.768.572.776.574.681.378.980.1F1g, %

———0.7———0.6——0.5——0.6MCCh

aHL: high loneliness.
bLL: low loneliness.
cDL: decreased loneliness.
dIL: increased loneliness.
eUL: unchanged loneliness.
fData not applicable.
gF1: harmonic mean of precision and recall.
hMCC: a measure of quality of binary classification.

Detection of change in loneliness levels provided slightly
different results. Using all-epochs features, the best feature set
including calls and screen state achieved 78.3% accuracy,
whereas the best set obtained with semester-level
features—which included Bluetooth, calls, location, and location
map—achieved 88.4% accuracy. In contrast to the postloneliness
detection model, where the analysis with all-epochs features
provided better results, in these models for detecting change,
the semester-level features contributed to higher accuracy using
the best set (88.4% with semester only vs 78.3% with all-epochs
features) and all 7 sets (80.2% with semester only vs 67.9%
with all-epochs features).

For increased loneliness, these recall values were 71.4% and
73.3%, respectively. Although more analyses are needed to
replicate these results, we find that even though the all-epochs
features provide slightly higher accuracy, these features only
gave 2.3% better recall for detecting HL. We also find no
statistically significant difference between the accuracies
obtained from all-epochs features and semester-only features
(P=.58). However, the selected all-epochs features during the
training and validation process provided a fine-grained set of
behavioral patterns associated with the loneliness level that
were observed on a week-by-week basis as described below

JMIR Mhealth Uhealth 2019 | vol. 7 | iss. 7 | e13209 | p. 13http://mhealth.jmir.org/2019/7/e13209/
(page number not for citation purposes)

Doryab et alJMIR MHEALTH AND UHEALTH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


(Tables 6 and 7). These patterns could not be extracted using
semester-level features.

The most frequently selected features indicate their high impact
in detecting loneliness (see Multimedia Appendix 1 for the list
of selected semester-only features in each feature set that appear
in more than half of the folds during the cross-validation).
However, their selection as part of the analysis pipeline did not
answer the question of how these features and their combinations
related to loneliness. We, therefore, ran the Apriori algorithm
(minimum support=10% and minimum confidence=90%) on
these selected features to extract different combinations of
behavioral features that were indicative of loneliness. Table 6
summarizes the extracted patterns using the selected features
in each analysis (postloneliness detection and change in
loneliness).

As shown in Table 6, low frequency of phone usage in certain
hours during the weekend and morning hours, as well as
spending less time outside of campus and at social-event houses
in the evening and night were associated with HL. Recall that
support is the percentage of the observed behavior patterns (left
column in Tables 6 and 7) in the entire dataset (here the

participant population), whereas confidence is the percentage
of the samples with that observed pattern that satisfy a certain
condition, for example, change in loneliness. For example, the
pattern min length of phone usage [weekday] = low and min
steps in active bouts [night, weekend] = low and min length of
sedentary bouts [night, weekend] = low (third row in Table 6)
is observed in 31% of the participants (support) out of which
92% (confidence) experienced a decrease in loneliness at the
end of the semester.

As the question 14 on the UCLA scale (feeling of isolation)
was most associated with one’s total loneliness score (based on
our analysis in previous sections), we also extracted patterns of
daily behavior that were associated with scores on that question
(feelings of isolation) using the same set of selected features.
Table 7 shows the extracted patterns associated with feeling of
isolation. For example, the participants with low feelings of
isolation spend less time studying in the afternoon on weekends
and spend a moderate amount of time in green areas in the
morning. Also, higher overall level of activity and steps during
the day and evening hours is associated with lower feelings of
isolation.

Table 6. Extracted patterns showing how combinations of behavioral features selected by the machine learning algorithm are associated with high
loneliness and decreased loneliness.

PostlonelinessPattern (features categorized into low, moderate, and high)

Frequency of first screen unlock between 1 and 2 pm [weekend] = low and frequency of last screen lock
between 10 and 11 am [morning] = low and time spent off campus [evening] [weekend] = low and max
length of time spent at social-event houses [evening][night] [weekday] = low

• Postloneliness = high loneliness
• Support = 17%
• Confidence = 92%

Number of scans of the least frequent Bluetooth device belonging to self or others [weekend, week 2017-03-
08] = low and number of scans of the least frequent Bluetooth device belonging to others [morning, weekend,
week 2017-05-03] = high and last screen lock between 10 and 11 am [morning, weekday, week 2017-04-19]
= low and Last screen lock between 2 and 3 pm [afternoon, weekday, week 2017-02-01] [week 2017-03-15]
[weekday, week 2017-03-15] = low and time at local cluster 3 [afternoon] [weekend, week 2017-03-08] =
low and last screen on between 3 and 4 pm [week 2017-02-01] = low and first screen on between 3 and 4
am [night] [weekday, half semester 2017-03-01] = low

• Postloneliness = high loneliness
• Support = 30%
• Confidence = 90%

Min length of phone usage [weekday] = low and min steps in active bouts [night, weekend] = low and min
length of sedentary bouts [night, weekend] = low

• Change = decreased loneliness
• Support = 31%
• Confidence = 92%

Last screen unlock between 2 and 3 pm [afternoon, week 2017-03-29] = low and first screen on between 5
and 6 am [weekday, week 2017-03-15] = low and last screen unlock between 1 and 2 am [half semester
2017-03-01] = low and min length of sedentary bouts [morning, weekday] = low and first screen unlock be-
tween 5 and 6 pm [week 2017-02-08] = low and minimum length of sleep duration [weekend, half semester
2017-03-01] = low

• Change = decreased loneliness
• Support = 50%
• Confidence = 90%
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Table 7. Extracted behavioral patterns associated with the feeling of isolation.

Confidence, %
(minimum
confidence =
90%)

Support, %
(minimum
support =
10%)

UCLAa14 levelPattern (features categorized into low, medium, and high)

9218Feeling of isolation
= low

Number of scans of the least frequent Bluetooth device belonging to others [morning, weekend]
= low and study duration [afternoon, weekend] = low and minimum stay in green areas
[morning] = moderate

9030Feeling of isolation
= low

Total sleep [morning, week 2017-03-01] = moderate and number of scans of the least frequent
Bluetooth device belonging to others [evening, weekend, week 2017-02-01] [weekend, week
2017-02-22] [afternoon, weekday, week 2017-01-25] = moderate and number of scans of the
least frequent Bluetooth device [night, weekday, half semester 2017-03-01] [night, week 2017-
01-18] [night, weekday, half semester 2017-01-18] = low and first screen unlock between 10
and 11 am [weekday, week 2017-04-26] = low

9228Change = low to
high

Time at frequent locations [afternoon, weekday] = low

9228Change = high to
low

First screen unlock between 3 and 4 am [night, weekend] = low and average steps in active
bouts [morning, weekend] = high

9333Change = high to
low

Minimum length of sleep [weekend, week 2017-01-18] = moderate and number of scans of the
least frequent Bluetooth device [night, weekday, half semester 2017-03-01] [night, weekday,
half semester 2017-01-18] = low and first screen on between noon and 1 pm [afternoon,
weekend, week 2017-04-26] = low and first screen on between 7 and 8 am [weekday, week
2017-03-15] = low and last screen lock between midnight and 1 am [half semester 2017-03-
01] = low and first screen on between 3 and 4 am [night, weekday, week 2017-03-08] = low

aUCLA: University of California, Los Angeles.

Discussion

Principal Findings and Comparison With Previous
Research
This study reported a 3-fold analysis of loneliness among college
students, exploring the potential of passively collected sensing
data from mobile and wearable devices to estimate loneliness
and identify behavioral data features associated with loneliness.
Results showed that fine-grained behavioral features extracted
from mobile and wearable time series data can detect low and
high levels of loneliness with high accuracy and that these
features can distinguish the behavior of students with high levels
of loneliness from those with low levels of loneliness. For
example, results showed that students with high levels of
loneliness spend less time off campus and socialize less in the
evening during weekends than students with low levels of
loneliness.

We extend existing research on the study of loneliness in 5
ways. First, we collected behavioral data from a substantially
large sample (n=160) of college students for a period of 16
weeks, a longer period of time compared with the current state
of the research [11,12,14]. This provided the opportunity to
analyze long-term behavior associated with loneliness through
pattern mining and observe changes in behavior that are
associated with changes in loneliness. Second, we extracted a
much larger set of behavioral features from raw data collected
on smartphones and wearable devices (77,805 features) and
showed their impact in detecting the level of loneliness and the
level of change in loneliness detection. The features provided
a lens for observing more fine-grained behavior patterns
associated with loneliness. Third, for the first time, we presented
the associations between the level of loneliness and the

combinations of behavioral features. This analysis provided a
set of objectively extracted patterns that described behaviors
associated with loneliness. Fourth, in addition to the overall
level of loneliness, we mined associations between levels of
loneliness and responses for each question. We found strong
association patterns between pre- and postloneliness scores and
the UCLA scale question related to feelings of isolation. We
consequently mined associations between responses to this
question and behavioral features and found that high level of
activity and steps during the day and evening hours were
associated with lower feelings of isolation. These results are
important as they may provide objective measurements for
experiences associated with different dimensions of loneliness
(as assessed by specific questions on the UCLA scale) in the
form of combined behavioral features. Finally, through a
machine learning analysis, we estimated overall levels of
loneliness and change in loneliness with a high accuracy of
80.2% and 88.4%, respectively. Other than the study by Pulekar
et al [11] that analyzed 2 weeks of data from 9 students using
a small set of features from smartphones only and the study by
Sanchez et al [12] that inferred different types of loneliness in
12 older adults using one week of mobile data, we are unaware
of any existing study to detect loneliness from longitudinal
passive sensing data using machine learning.

Our sample of college students had HL scores, consistent with
the latest US loneliness index [2], suggesting that this age group
experienced the most loneliness of all generations surveyed.
We also found that the feeling of isolation was a strong and
consistent indicator of loneliness in both pre- and postsemester
surveys. The feeling of nobody really knows you was a stronger
indicator in the presemester survey. This may be a result of
first-year college students still trying to form bonds with their
classmates. On the other hand, relationships lacking meaning
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was associated strongly with the postsemester loneliness scores,
which might indicate that students were not having meaningful
relationships with their peers. Although mining these
associations is a novel approach and the observations are
interesting, future analyses on similar datasets must be
conducted to confirm these results.

We extracted a rich set of day-level features from the
smartphone and Fitbit reflecting activity and mobility,
communication, sleep, and phone usage patterns. We also
generated a set of aggregated features on the semester-level.
We used these sets of features in a machine learning pipeline
to infer levels of loneliness and change in loneliness scores. We
trained and evaluated an ensemble classifier on a
leave-one-student-out cross-validation manner to explore how
accurately the level of postsemester loneliness, as well as change
in loneliness scores, could be estimated from passive behavioral
features. We reported the average results of cross-validation for
each outcome. We included feature selection as part of the
training process to acquire a set of behavioral features that were
repeatedly selected as impactful for the majority of students.
Our analysis showed more fine-grained behavioral features were
better at identifying the overall level of loneliness (80.2%
accuracy), whereas the aggregated semester-level features better
distinguished the level of change (88.4% accuracy). Although
the higher accuracy achieved with the all-epochs features was
modest considering the large number of features used in the
pipeline, the analysis provided a set of features that could be
used to mine detailed association patterns of loneliness on a
week-by-week basis.

Our pattern mining approach, using the selected features,
showed that patterns and timings of phone usage combined with
spending less time off campus and at social-event houses during
evening hours on weekends were most indicative of HL in
college students. It also showed that lower phone usage and less
activity after midnight was associated with a decrease in
loneliness at the end of the semester. In addition to lower phone
usage during night hours, we found that a high level of activity
(especially in morning hours), less time studying on weekends,
and spending more time in green areas were associated with
feeling less isolated. These findings are consistent with the
results of the study by Wang et al [14] that found negative
correlations between loneliness and activity duration for day
and evening. However, to our knowledge, this is the first study
that reports on combinations of behavioral features observed in
a study population.

Limitations
This study provides insights into understanding loneliness
through passive behavioral features. However, it has a number
of limitations. First, although we purposely chose university
students as our study participants, our results may only
generalize to this population. Second, despite the 1-semester
duration of this study (which is considerably longer than most
existing research on loneliness), studies with longer-term data
collection periods may reveal additional patterns in behavior
that could not be observed in one semester. Although our
analyses provide novel and interesting insights into
understanding loneliness behavior through the objective lens

of passive sensing, more analyses on the same type of data are
needed to provide enough evidence for generalizability of our
results. Third, technical issues resulted in a large amount of
missing data from many participants that had to be removed
from the machine learning analysis, considerably reducing the
size of the dataset. Although missing data is a common problem
in data analysis, more careful and conservative planning and
more stable software may reduce the risk of missing data.
Fourth, as we could not find well-known methods in the
literature for choosing our thresholds (eg, the cutoff score to
indicate the level of loneliness or the number of steps for
identifying activity bouts), we made those choices in
consultation with the psychologists on our team. We understand
that different thresholds may provide different results. However,
our goal in this study was not to find the optimal thresholds but
rather understand the experience of loneliness in college students
and explore the feasibility of using passive sensing to detect
loneliness and behavior patterns associated with it. Fifth,
although students were instructed to wear the Fitbit on their
nondominant hand, because of the nature of our study that
collects data in the wild, we did not have much control over the
ways students wore the Fitbit nor could we track whether or not
the Fitbit was worn or charged. We acknowledge that these
factors may affect the measurements related to activities and
sleep. However, this is a technical challenge that we face with
data collection in the wild and we are working on developing
solutions that provide an accurate estimation of user’s activity
despite the variations in their wearing patterns. Finally, we
developed a machine learning pipeline that could handle a large
number of features, select a stable set of features, and use them
in the training and validation process. For the first time, we also
showed the potential of using data mining to explore the
combination of behavioral features that are associated with a
health outcome. The developed pipeline and our data mining
approach can be adapted by the research community as a generic
framework for studies assessing other outcomes. However, we
acknowledge that the results obtained through the pipeline and
Apriori are highly dependent on the parameter settings and
processing steps and results may vary with different data and
feature sets.

We plan to advance our machine learning pipeline to test
different feature selection and learning algorithms and to
automatically find the optimized parameters. Our future plans
revolve around addressing some of the above limitations
including more systematic threshold setting for both feature
extraction and the outcome measure (loneliness level). We plan
to experiment with multiple categories and thresholds in future
study. We also plan to add more analyses to study the
relationship among loneliness, depression, stress, and other
mental health outcomes.

Conclusions
Our findings highlight the feasibility of using ubiquitous
smartphone and wearable sensors to passively detect loneliness
in college students and identify the behavioral patterns
associated with loneliness. The findings suggest an approach
for passively sensing loneliness and providing opportunities
that could reduce loneliness by, for example, notifying family
members and friends to provide social support, connecting the
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person with similar people, or recommending activities, such
as going off campus, spending time in green areas, or going to
social events of interest. Building interventions based on

empirical findings regarding the experience of loneliness could
meaningfully affect students’ well-being.

Acknowledgments
This material is based upon work supported by the National Science Foundation under Grant Number IIS1816687 and Carnegie
Mellon University.

Conflicts of Interest
None declared.

Multimedia Appendix 1
List of semester-only features that were selected in our model for more than half of the folds during cross-validation.

[PDF File (Adobe PDF File), 97KB-Multimedia Appendix 1]

References

1. Cacioppo JT, Patrick W. Loneliness – Human Nature and the Need for Social Connection. New York City: WW Norton
& Company; 2008.

2. MultiVu: Multimedia Production & Strategic Distribution. 2018. Most Americans are Considered Lonely URL: https:/
/tinyurl.com/yxguwkk3

3. Perlman D, Peplau LA. Toward a social psychology of loneliness. Pers Relatsh 1981;3:31-56. [doi:
10.4236/psych.2017.810105 1]

4. Cacioppo JT, Cacioppo S, Boomsma DI. Evolutionary mechanisms for loneliness. Cogn Emot 2014;28(1):3-21 [FREE
Full text] [doi: 10.1080/02699931.2013.837379] [Medline: 24067110]

5. Masi CM, Chen HY, Hawkley LC, Cacioppo JT. A meta-analysis of interventions to reduce loneliness. Pers Soc Psychol
Rev 2011 Aug;15(3):219-266 [FREE Full text] [doi: 10.1177/1088868310377394] [Medline: 20716644]

6. Tan C, Pamuk M, Dönder A. Loneliness and mobile phone. Procedia Soc Behav Sci 2013;103:606-611. [doi:
10.1016/j.sbspro.2013.10.378]

7. Hagerty BM, Williams RA. The effects of sense of belonging, social support, conflict, and loneliness on depression. Nurs
Res 1999;48(4):215-219. [doi: 10.1097/00006199-199907000-00004] [Medline: 10414684]

8. House JS, Landis KR, Umberson D. Social relationships and health. Science 1988 Jul 29;241(4865):540-545. [doi:
10.1126/science.3399889] [Medline: 3399889]

9. Holt-Lunstad J, Smith TB, Layton JB. Social relationships and mortality risk: a meta-analytic review. PLoS Med 2010 Jul
27;7(7):e1000316 [FREE Full text] [doi: 10.1371/journal.pmed.1000316] [Medline: 20668659]

10. Holt-Lunstad J, Smith TB, Baker M, Harris T, Stephenson D. Loneliness and social isolation as risk factors for mortality:
a meta-analytic review. Perspect Psychol Sci 2015 Mar;10(2):227-237. [doi: 10.1177/1745691614568352] [Medline:
25910392]

11. Pulekar G, Agu E. Autonomously Sensing Loneliness and Its Interactions With Personality Traits Using Smartphones. In:
Proceedings of the Healthcare Innovation Point-Of-Care Technologies Conference. 2016 Presented at: IEEE'16; November
9-11, 2016; Cancun, Mexico p. 134-137. [doi: 10.1109/HIC.2016.7797715]

12. Sanchez W, Rebollar AM, Campos W, Esquivel HE, Pelechano V. Inferring loneliness levels in older adults from
smartphones. J Ambient Intell Smart Environ 2015;7(1):85-98. [doi: 10.3233/AIS-140297]

13. Ben-Zeev D, Scherer EA, Wang R, Xie H, Campbell AT. Next-generation psychiatric assessment: using smartphone sensors
to monitor behavior and mental health. Psychiatr Rehabil J 2015 Sep;38(3):218-226 [FREE Full text] [doi:
10.1037/prj0000130] [Medline: 25844912]

14. Wang R, Chen F, Chen Z, Li T, Harari G, Tignor S, et al. StudentLife: Assessing Mental Health, Academic Performance
and Behavioral Trends of College Students Using Smartphones. In: Proceedings of the 2014 ACM International Joint
Conference on Pervasive and Ubiquitous Computing. 2014 Presented at: UbiComp'14; September 13-17, 2014; Seattle,
Washington p. 3-14. [doi: 10.1145/2632048.2632054]

15. Gao Y, Li A, Zhu T, Liu X, Liu X. How smartphone usage correlates with social anxiety and loneliness. PeerJ 2016;4:e2197
[FREE Full text] [doi: 10.7717/peerj.2197] [Medline: 27478700]

16. Feehan LM, Geldman J, Sayre EC, Park C, Ezzat AM, Yoo JY, et al. Accuracy of FitBit devices: systematic review and
narrative syntheses of quantitative data. JMIR Mhealth Uhealth 2018 Aug 9;6(8):e10527 [FREE Full text] [doi:
10.2196/10527] [Medline: 30093371]

17. Ferreira D, Kostakos V, Dey AK. AWARE: mobile context instrumentation framework. Front ICT 2015 Apr 20;2:6. [doi:
10.3389/fict.2015.00006]

JMIR Mhealth Uhealth 2019 | vol. 7 | iss. 7 | e13209 | p. 17http://mhealth.jmir.org/2019/7/e13209/
(page number not for citation purposes)

Doryab et alJMIR MHEALTH AND UHEALTH

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=mhealth_v7i7e13209_app1.pdf&filename=c4ef94bfa04b7eccdb69ef3a1c0a4599.pdf
https://jmir.org/api/download?alt_name=mhealth_v7i7e13209_app1.pdf&filename=c4ef94bfa04b7eccdb69ef3a1c0a4599.pdf
https://www.multivu.com/players/English/8294451-cigna-us-loneliness-survey/docs/IndexGraphics_1525138674329-1850684297.pdf
https://www.multivu.com/players/English/8294451-cigna-us-loneliness-survey/docs/IndexGraphics_1525138674329-1850684297.pdf
http://dx.doi.org/10.4236/psych.2017.810105 1
http://europepmc.org/abstract/MED/24067110
http://europepmc.org/abstract/MED/24067110
http://dx.doi.org/10.1080/02699931.2013.837379
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24067110&dopt=Abstract
http://europepmc.org/abstract/MED/20716644
http://dx.doi.org/10.1177/1088868310377394
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20716644&dopt=Abstract
http://dx.doi.org/10.1016/j.sbspro.2013.10.378
http://dx.doi.org/10.1097/00006199-199907000-00004
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=10414684&dopt=Abstract
http://dx.doi.org/10.1126/science.3399889
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=3399889&dopt=Abstract
http://dx.plos.org/10.1371/journal.pmed.1000316
http://dx.doi.org/10.1371/journal.pmed.1000316
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20668659&dopt=Abstract
http://dx.doi.org/10.1177/1745691614568352
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25910392&dopt=Abstract
http://dx.doi.org/10.1109/HIC.2016.7797715
http://dx.doi.org/10.3233/AIS-140297
http://europepmc.org/abstract/MED/25844912
http://dx.doi.org/10.1037/prj0000130
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25844912&dopt=Abstract
http://dx.doi.org/10.1145/2632048.2632054
https://doi.org/10.7717/peerj.2197
http://dx.doi.org/10.7717/peerj.2197
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27478700&dopt=Abstract
https://mhealth.jmir.org/2018/8/e10527/
http://dx.doi.org/10.2196/10527
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30093371&dopt=Abstract
http://dx.doi.org/10.3389/fict.2015.00006
http://www.w3.org/Style/XSL
http://www.renderx.com/


18. Russell DW. UCLA loneliness scale (version 3): reliability, validity, and factor structure. J Pers Assess 1996 Feb;66(1):20-40.
[doi: 10.1207/s15327752jpa6601_2] [Medline: 8576833]

19. Agrawal R, Imielinski T, Swami A. Mining association rules between sets of items in large databases. In: Buneman P,
Jajodia S, editors. Proceedings of the 1993 ACM SIGMOD International Conference on Management of Data. New York
City: ACM Press; 1993:207-216.

20. Han J, Pej J, Kamber M. Data Mining: Concepts and Techniques. Amsterdam, Netherlands: Elsevier; 2011.
21. Doryab A, Chikersal P, Liu X, Dey AK. ArXiv. 2018. Extraction of Behavioral Features from Smartphone and Wearable

Data URL: https://arxiv.org/pdf/1812.10394.pdf
22. Saeb S, Zhang M, Karr CJ, Schueller SM, Corden ME, Kording KP, et al. Mobile phone sensor correlates of depressive

symptom severity in daily-life behavior: an exploratory study. J Med Internet Res 2015 Jul 15;17(7):e175 [FREE Full text]
[doi: 10.2196/jmir.4273] [Medline: 26180009]

23. Press WH, Rybicki GB. Fast algorithm for spectral analysis of unevenly sampled data. Astrophys J 1989 Mar;338:277-280.
[doi: 10.1086/167197]

24. Ester M, Kriegel HP, Sander J, Xu X. A Density-Based Algorithm for Discovering Clusters in Large Spatial Databases
With Noise. In: Proceedings of the Second International Conference on Knowledge Discovery and Data Mining. 1996
Presented at: KDD'96; August 2-4, 1996; Portland, Oregon p. 226-231 URL: https://www.aaai.org/Papers/KDD/1996/
KDD96-037.pdf

25. Canzian L, Musolesi M. Trajectories of Depression: Unobtrusive Monitoring of Depressive States by Means of Smartphone
Mobility Traces Analysis. In: Proceedings of the 2015 ACM International Joint Conference on Pervasive and Ubiquitous
Computing. 2015 Presented at: UbiComp'15; September 7-11, 2015; Osaka, Japan p. 1293-1304. [doi:
10.1145/2750858.2805845]

26. Bae S, Dey AK, Low CA. Using Passively Collected Sedentary Behavior to Predict Hospital Readmission. In: Proceedings
of the 2016 ACM International Joint Conference on Pervasive and Ubiquitous Computing. 2016 Presented at: UbiComp'16;
September 12-16, 2016; Heidelberg, Germany p. 616-621. [doi: 10.1145/2971648.2971750]

27. Fonti V, Belitser E. Semantic Scholar. 2017. Feature Selection Using Lasso URL: https://pdfs.semanticscholar.org/24ac/
d159910658223209433cf4cbe3414264de39.pdf

28. Meinshausen N, Bühlmann P. Stability selection. J R Stat Soc Series B Stat Methodol 2010;72(4):417-473. [doi:
10.2307/40802220]

29. Wang R, Wang W, daSilva A, Huckins JF, Kelley WM, Heatherton TF, et al. Tracking Depression Dynamics in College
Students Using Mobile Phone and Wearable Sensing. In: Proceedings of the ACM on Interactive, Mobile, Wearable and
Ubiquitous Technologies. 2018 Presented at: UbiComp'18; October 9-11, 2018; Singapore p. 1-26. [doi: 10.1145/3191775]

Abbreviations
API: app programming interface
DBSCAN: density-based spatial clustering of applications with noise
DL: decreased loneliness
FEC: feature extraction component
GPS: global positioning system
HL: high loneliness
ID: identity document
IL: increased loneliness
LASSO: least absolute shrinkage and selection operator
LL: low loneliness
NRLR: nested randomized logistic regression
SMS: short message service
UCLA: University of California, Los Angeles
UL: unchanged loneliness

JMIR Mhealth Uhealth 2019 | vol. 7 | iss. 7 | e13209 | p. 18http://mhealth.jmir.org/2019/7/e13209/
(page number not for citation purposes)

Doryab et alJMIR MHEALTH AND UHEALTH

XSL•FO
RenderX

http://dx.doi.org/10.1207/s15327752jpa6601_2
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=8576833&dopt=Abstract
https://arxiv.org/pdf/1812.10394.pdf
http://www.jmir.org/2015/7/e175/
http://dx.doi.org/10.2196/jmir.4273
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26180009&dopt=Abstract
http://dx.doi.org/10.1086/167197
https://www.aaai.org/Papers/KDD/1996/KDD96-037.pdf
https://www.aaai.org/Papers/KDD/1996/KDD96-037.pdf
http://dx.doi.org/10.1145/2750858.2805845
http://dx.doi.org/10.1145/2971648.2971750
https://pdfs.semanticscholar.org/24ac/d159910658223209433cf4cbe3414264de39.pdf
https://pdfs.semanticscholar.org/24ac/d159910658223209433cf4cbe3414264de39.pdf
http://dx.doi.org/10.2307/40802220
http://dx.doi.org/10.1145/3191775
http://www.w3.org/Style/XSL
http://www.renderx.com/


Edited by A Tsanas; submitted 20.12.18; peer-reviewed by A Triantafyllidis, J Di, L Pan; comments to author 29.01.19; revised version
received 13.05.19; accepted 13.06.19; published 24.07.19

Please cite as:
Doryab A, Villalba DK, Chikersal P, Dutcher JM, Tumminia M, Liu X, Cohen S, Creswell K, Mankoff J, Creswell JD, Dey AK
Identifying Behavioral Phenotypes of Loneliness and Social Isolation with Passive Sensing: Statistical Analysis, Data Mining and
Machine Learning of Smartphone and Fitbit Data
JMIR Mhealth Uhealth 2019;7(7):e13209
URL: http://mhealth.jmir.org/2019/7/e13209/
doi: 10.2196/13209
PMID: 31342903

©Afsaneh Doryab, Daniella K Villalba, Prerna Chikersal, Janine M Dutcher, Michael Tumminia, Xinwen Liu, Sheldon Cohen,
Kasey Creswell, Jennifer Mankoff, John D Creswell, Anind K Dey. Originally published in JMIR Mhealth and Uhealth
(http://mhealth.jmir.org), 24.07.2019. This is an open-access article distributed under the terms of the Creative Commons Attribution
License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any
medium, provided the original work, first published in JMIR mhealth and uhealth, is properly cited. The complete bibliographic
information, a link to the original publication on http://mhealth.jmir.org/, as well as this copyright and license information must
be included.

JMIR Mhealth Uhealth 2019 | vol. 7 | iss. 7 | e13209 | p. 19http://mhealth.jmir.org/2019/7/e13209/
(page number not for citation purposes)

Doryab et alJMIR MHEALTH AND UHEALTH

XSL•FO
RenderX

https://mhealth.jmir.org/2019/7/e13209/
http://dx.doi.org/10.2196/13209
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31342903&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

